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The Beta Exponentiated Gumbel Distribution
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Abstract. We introduce a new five-parameter distribution called the beta exponentiated
Gumbel (BEG) distribution that includes the beta Gumbel, exponentiated Gumbel and
Gumbel distribution. Expressions for the distribution function, density function and
rth moment of the new distribution and order statistics are obtained. We discuss
estimation of the parameters by maximum liklelihood and provide the information
matrix. Using a real data set, we observe that the BEG distribution is flexible and can
be used quite effectively in analysing positive data in place of the special cases.
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1 Introduction

Nadarajah and Kotz (2006) defined the cumulative distributions function (cdf) of the
exponentiated Gumbel (EF) distribution function by

G(x):1—{1—exp[—exp(—x;H)]}a, x>0 (1.1)

for —co < u < +00,0 > 0and a > 0. Clearly, the Gumbel (G) distribution is a particular
case of the EG distributions when a = 1.
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Eugene et al. (2002) defined a class of generalized distribution from it given by

1 ) a-1 b-1
F(x) = B@.D) f(; w1 -w)” dw, x>0 (1.2)

where a > 0 and b > 0 are two additional parameters whose role is to introduce skew-

ness and to vary tail weight and B(a, b) = fol w*~1(1 — w)’~dw, is the beta function. The
cdf G(x) could be quite arbitrary and F is named the beta G distribution. Indeed, if V' is
a beta distribution with parameter a and b, then the cdf of the X = G™!(V) agrees with
the cdf given in (1.2).

Some new distributions have been introduced using (1.2) in the literature. For
example, the beta normal (BN) distribution was introduced by Eugene et al. (2002)
with G(x) in (1.2) to be the cdf of a normal distribution. General expressions for the
moments of the BN distribution were derived by Gupta and Nadarajah (2004). The
beta gumbel (BG) distribution was introduced by Nadarajah and Kotz (2004) in which
G(x) in (1.2) is the cdf of a Gumbel distribution. The Beta Fréchet (BF) distribution was
introduced by Nadarajah and Gupta (2004) in which G(x) in (1.2) is the cdf of a Fréchet
distribution and investigated by Barreto-Souza et al. (2008). Some other examples
are the beta exponential (BE) distribution introduced by Nadarajah and Kotz (2006),
the beta generalized exponential (BGE) distribution introduced by Barreto-Souza et al.
(2010), the beta Weibul (BW) distributeon introduced by Famoye et al. (2005), the beta
exponential-geometric (BEG) distribution introduced by Bidram et al. (2013).

In this paper we introduced the beta exponentiated Gumbel (BEG) distribution by
taking G(x) in (1.2) to be as defined in Equation (1.1). The cdf of the BEG distribution
is then

F(x) = w1 -w) dw, x>0 (1.3)

1 1—{1—exp[— exp(—x(%“)]]a
B(a, b) j(;

fora>0,b>0,-c0 < pu<+00,0>0and a > 0. uis location parameter, o is scale
parameter and « is shape parameter. The pdf and the hazard rate function of the new
distribution are, respectively,
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1= {1-exp-exp (-2 x> 0 14

and

wexp (5 xp - exp () 1-evp [-exp (5]
0B(a,b)

x ay(@a-1)
O L Ul ) S N (15)

(2~ el (2@ b)

h(x) =

To prove that (1.4) is indeed a probability density function, we need to show that

S St e = el = 1 exple e =1,

where v = exp( = “).

Changing to the variable u =1 - {1 —exp [ exp (——“)]} we obtain

_nb-1g,
B(ab) 11 —w)ldu =1.

If X is a random variable with pdf (1.4), we write X ~ BEG(a,b,,0,a). The
BEG distribution generalizes some well-known distributions in the literature. The EG
distribution is a special case for the choice 4 = b = 1. If in addition a = 1, we obtain
Gumbel distribution. The BG distribution obtained from (1.4) with @ = 1. Plots of the
density (1.4) for some special value of 4, b, i, 0 and « are given in Figure 1.
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Figure 1: Plots of the density (4) for some values of the parameters.

2 Distribution Function and Order Statistics

We provide two simple formula to describe BEG distribution depending as to whether
the parameter b > 0 is real non-integer or integer. First, if |z] < 1 and b > 0 is real
non-integer thus we have

- 1)11“(17)
1-2) (2.1)
;; - pit-

Using the expansion (2.1) in (1.3), the cdf of the BEG distribution when b > 0 is real
non-integer is

1 exp exp )]] - b
F(x) 5@, b)f 1 - w)tdw

) fl {1 exp[ eXp(—_)]} M a+j-1,4
= B(a,b) L Tk — )i w,

and then

Z —1)T(b)
B(a b) F(b Nila+j)

x(1 - {1 —exp [— exp (—x - )]}a)(a+j). 2.2)

Second, if b > 0 is integer, on applying the binomial expansion in (1.3) we have
b-1 ;
1 =1
F -
® = 3@ ;; @+))

x(l = {1 —exp [— exp (—x —

F(x) =

9 e
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Using the series
o Ta+1)
a_ Z ' I
1+2)7" = I - ,‘z , (2.4)

density function (1.4) can be expressed in the mixture form
o) = }:Zywwd
j=0 k=0

al(@)(a(j+1)+b-1)
ol(a— )T(a(j+1)+b—k—1)jk!

y)exp [—(k + 1) exp (—%)] , (2.5)

where w;y =

We now give the density function of the ith order statistics X(;.), f(i:n) say, in a ran-
dom sample of size n from the BEG distribution. It is well known that

1 . .
fim) = mf(X)FZ_l(x){l — F(x)}", (2.6)
fori=1,2,..,n

Using the expansion (7>, ai)k for ag,si=0,1, are real number, k a positive integer
andm, =0,1,... {r =1,2,...,k} when b > 0 is real non-integer

1M>Zi i@mW» (27)

k= Mt i-1

and for b > 0 integer

n—i b-1 b-1

fim@ =YY Y 0 (). (2.8)

=0 m1=0  myy;—1=0

P

Letting f( ;(x) represent the density of a random variable X ; following a BEG(2a +

Zkﬂ 1mr, b, u, 0, a) distribution, the functions 6]((11.) and 61(31.) required for the above ex-
pressions are

s _ Bea+ Yt my, b) (—1)F T
ki B(i,n—i+1) [B(a, b)]<+1
(r(b))k+i—1
17 T — my)my @ + my)
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and

0 _ i\B(2a + YtV m,, b) (—1 T
ki k B(in—i+1)  [B(a,b)]*!
k+i-1 b—l)

H (a J,rnrmr)'

3 Moments

The rth moment of the X ~ BEG(a, b, 11, 0, &) can be written as

co 00 00

E(Xr)—f ZZw]kx exp(—

j=0 k=0

x—p
—5) expl-(k + 1) exp(-—)Jdx,

which on setting u = exp (—x £ ) reduces to

E(X") = Z Z Wik f (i — olog (1)) exp[—(k + 1)uldu. (3.1)
=0 k=0 0

Using the binomial expansion Equation (3.1) can be written as

r

(oo,
where I(I) denotes the integral

I(l) = foo (log (u))] exp[—(k + 1)u]du. (3.2)
0

Finally, by Equation (2.6.21.1) in Prudnikov et al. (1986, volume 1), Equation (3.2) can
be calculated as

PV
I() = (%) [(k+ 1) T(@)]ls=1-

Then we have

© o 7 l
EX)=0) )" (;)w]ku’ - a)( )[(k+1)‘“r<a>1|a1 (33)
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We can easily obtain expression for the moment of order statistics from Equation
(16). The rth moment of Xi;.,y for b > 0 real non-integer is

i oo )

E(Xfi:n)):fz Z SEXT),

k=0 m1=0 Myyi—1=0
and for b > 0 integer

n—i b— b-1

EXp) =Y, Y Y oPEXD,

=0 m=0  myy;1=0

[y

>

where X ~ BEG(2a + Zl;;ri_l my, b, u, 0, @) distribution

4 Estimation and Inference

Let us assume that Y follows the BEG distribution and let 0 = (a,b, 1, 0, )T be the
parameter vector. The log-likelihood for a single observation y of Y is

t={(a,b,u0,a) = log(a)—log(o)—log(B(a, b)) +log(u)
—u + (ab—1)log(l —e™)
+@-1Nlog[l—(1-¢™", y>0

(x—p)

whereu =¢ o
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The components of the unit score vector U = (E' b’ %’ e 5) are
oC v
= Y@+b) - (@) +logll - (1 - e,
% = Ya+b)—y(b)+alogl-e™),
% _ 1 u N ab—-1 ue™ B af@a— 1) ue™(1 - e‘“)“‘l
8# o0 o o l-et o 1—(1—eu)® ’
o 1 log(u) + ulog(u) _ab-1 ulog(ue™)
do B o o o o 1—et
La-1u log(ue™)(1 —e™*)*!
o 1-(1-ew)* !
85 _ 1 —u (1 _ e—u)Dé log(l _ e_u)
% - E+blog(1_e )—(ﬂ—]_) 1_(1_e_u)lX

The expected value of the score vector is zero and then

E(log[1 - (1-¢™)"])

E(log(1 —e™))

For a random sample y = (v, ..., y») of size n from BEG(a, b, u, 0, a), the total log-
" 0, where £ is the log-likelihood for the ith
observation (i = 1,...,n). The total score function is U, = Y., U®  where U® is the
score function y; and it has the form given for i = 1,...,n. The MLE O of O is obtain
numerically from the nonlinear equation U, = 0. For interval estimation and tests of
hypotheses on the parameters in 0 we obtain the 5 X 5 unit information matrix

likelihood is €, = €,(a,b, u,0,a) =

Ku,a
Ka,b
K=K(0)=| Ky
Ka,a
Koo

Ka,b

Kau
Ko,y
Ky
Ko
Kya

where the corresponding elements are given by

Koo = (@) = pla+b), Ky =) - a+b),

Koo
Kb,g
Ky,a
Ko,a
Ka,a

Y(a+b) —(a),
yla+b) - yb)

Koo
Kb,a
Kya
Kcr,oc
Ka,a

Ka,b = —g&(ﬂl + b)
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/

a a
ET_l’l’_l’l’l’O’O' Koo = _ET—l,l,—l,l,l,l,Oz

1 o
——T-1010001, Kpyu==T00-11100/
04 6]
a
_ETO,O,—l,l,l,l,O/ Ky, = T0,0,0,0,0,0,1,
1

;(_TO,O,O,O,LO,O + (ab — 1)(To,0,-1,1,1,0,0 — T0,0,2,1,20,0))

af@—1)
——T1-201,000,0 — T-2,0,1,0,1,0,0

(0( - 1)T—1,O,O,1,1,O,O + aT—Z,Z,—Z,Z,Z,O,OI

1
_;(_TO,O,O,O,LLO + (ab—1)(To0,-11,1,1,0 — T0,021,2,1,0))
1 a@-1)
;T(T—z,o,—l,o,o,l,o —T-2010110 + (@=1)T-10011,1,0)
a a@-1)
———— 12222210~ (1 =Top,001,00)
o2 o o

1

;((ab - 1DTo0,-1,1,1,00 — @@ —1)T_11,-1,1,1,00),
1
E(bTo,o,—l,l,l,o,o —(@-1T_1011,1,00)

o
E(H = 1)(T-1,1,-1,1,1,01 + T=22,0,1,1,0,0)

1 1 1
= —T0,0,00010 = 5710000120 = —=710,000,1,1,0
o o o
(ab—-1)
+ T(TO,O,—LLLZ,O + To,0-111,1,0 + To,0-21,2,2,0)
af@—1)
- T(T—l,l,—l,l,Z,Z,O +T-11,-11120 + T-1,1,-1,1,1,1,0)
2
a@-1)
- T (Tan2222% T-2022.2,0)
1
+ ;(1 = T0,0,0,00,1,0 + T0,0001,1,0 = (@b = 1)T0,0,0,1,1,1,0)
af@—1)

+ ———T-11-11100
o
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1
Koo = g(bTO,O,—l,l,l,l,O —(@—-1T-11,-11,1,1,0)
a
- g(ﬂ ~D(T-11,-11111 + T-2201,1,1,0),
1
Koo = -t (@ = 1)(T-11,0,0002 + T-2,2,0000,2)-

Here, we have defined the following expectation

Kk 1! 1 m
Tijoimeg = EIVI1=1)"a(1=(1-v)a) (log(l - (1 - V)a))
1 r
X (log(-log(1—-(1-V)a))) (E log(1-V)) I;
i/ j/ k/ l/ m,r, f] € {_2/ _1/ 0/ ]-1 2}

where V ~ Beta(a, b) and the integral obtained from the above definition is numerically
determined using MATLAB for any a,b and a. For example, for a = 0.9144,b = 0.9991
and a = 0.7910 we easily calculated some T,s in the information matrix:

T-11-11100 = —1.2483,T_101,0001 = —0.7258,To02,1,20,0 = 0.1215,

////////////

T11,-10001 = 04834, T 1100002 =0.6214, T_5200002 = 0.8070.

//////

The total information matrix is then K;, = K,,(6) = nK(6).

Under conditions that are fulfilled for parameters in the interior of the parameter
space but not on the boundary, the asymptotic distribution of

V(0 - 0)

is N5(0, K(671)). The asymptotic multivariate normal N5(0, K(6~1)) distribution of 0 can
be used to construct approximate confidence intervals and confidence regions for the
parameters and for the hazard and survival functions. The asymptotically normality
is also useful for testing goodness of fit of the BEG distribution and for comparing this
distribution with some of its special sub-models using one of the three well-known
asymptotically equivalent test statistics namely, the likelihood ratio (LR) statistic, Rao
score (Sg) and Wald (W) statistics.

An asymptotic confidence interval with significance level y for each parameter 0;
is given by
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ACI(6;,100(1 — y)%) = (0; — 2y Vk0i.9: 0, + Zy)2 Vk0i.0:),

where k%Y is the ith diagonal element of I<n((9)_1 fori =1,2,3,4,5 and Zy2 18 the
quantile 1 — y/2 of the standard normal distribution.

Further, we can compute the maximum values of the unrestricted and restricted
log-likelihoods to construct the LR statistics for testing some sub-models of the BEG
distribution.

We consider the partition 0 = (GlT, Gg)T, where 0, is a subset of the parameters of

interest of the BEG and 0, is a subset of the remaining parameters. The LR statistic for
testing the null hypothesis Hyp : 01 = 6;0) versus the alternative hypothesis Hy : 01 # 650)
is given by w = 2{{(0) — {(0)}, where 0 and O denote the MLEs under the null and
alternative hypothesis, respectively. The statistic w is asymptotically (as n — o)
distributed as )(]%, where k is the dimension of the subset 97 of interest.

5 Application

In this section we fit the BEG distribution to example of real data and test three types
of hypotheses Hy : Gumbel x Hy : BEG, Hy : EGX H; : BEG and Hy : BG X H; : BEG. The
data are the annual maximum daily rainfall in Sweden for location Stockholm. The
data set is:25.5,40,22.8,38.8,27,43,33.9,31.9,36.5,22.4,25.6,35.8,23.4,41.1,30.9,
28.4,39.7,56,32.3,49.8,26,23.6,21.7,44.9,20.8,31,18.2,54.1,27.8, 26, 25,
45.8,40.4,31,31.7,34.6,14.5,23.7,29.5,23.3,24.2,24,20.5,32.2,27.6,59.8.

The MLEs and the maximized log-likelihood using the BEG distribution are

4=09144, 5=09991, f 264636, & =6.6051, @& =0.7910,
lprc = —174.8821,

whereas for the BG , EG and Gumbel distribution we obtain

1=169, b=062, [(=1653, 0&=644, hatlpc=—179.6892,
f1=258849, &=6.6365 &=08015 Clrc=—184.0968,

and
f1=27.2814, & =7.5667, Coumper = —184.1654,
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respectively.

For the data set, the values of the LR statistics for testing the hypotheses Hy :
Gumbel x Hy : BEG, Hy : EG X Hy : BEG and Hy : BG X H; : BEG are: 18.5666
(p — value = 3.3601 x 107%),18.4294 (p — value = 9.9567 x 10™°) and 9.6143 (p — value = 19 X 107%),
respectively. Therefore, we reject the null hypotheses in three cases in favor of the BEG
distribution at the significance level of 5%. The plots of the estimated densities of the
BEG, BG, EG and Gumbel distributions fitted to the data set given in Figure 2 show that
the BEG distribution gives a better fit than the other three submodels.

0.06 4

e
7N ——BEG
o N ———-BG
_ VAN | (R
0.05 A A U b EG
/ & N \

0.044
Density
0.03-

0.02

001/

Figure 1: Estimated densities of the BEG, BG, EG and Gumbel distributions for the data
set

6 Concluding Remarks

We proposed a new five-parameter distribution called the beta exponentiated Gumbel
(BEG) distribution that includes the beta Gumbel, exponentiated Gumbel and Gumbel
distribution. We obtained expressions for the distribution function, density and rth
moment of the new distribution and order statistics. We discuss estimation of the
parameters by maximum likelihood and provide the information matrix. We observe
in one application to real data set that the BEG distribution flexible and can be used
quite effectively in analysing positive data in place of the special cases.
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