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Abstract. In this paper an approximation for entropy rate of an ergodic Markov chain via sample path simulation is calculated. Although there is an explicit form of the entropy rate here, the exact computational method is laborious to apply. It is demonstrated that the estimated entropy rate of Markov chain via sample path not only converges to the correct entropy rate but also does it exponentially fast.
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1 Introduction

In probability theory, entropy is introduced by Shannon (1948). The entropy of a distribution $P$ taking values from a finite set $E$ is defined by him as

$$H(P) = -\sum_{i \in E} P_i \log P_i,$$  \hspace{1cm} (1)

with the convention $0 \log 0 = 0$. This definition can be obviously extended to any other countable set. Consider a Markov chain with a state set $X$ and a state transition probability matrix $P$. The probability of a transition from the state $x \in X$ to the state $y \in X$ is denoted as...
The Shannon entropy rate of the Markov chain is

\[ H(X) = \lim_{n \to \infty} \frac{H(X_1, X_2, ..., X_n)}{n}, \quad (2) \]

where \( X_t \) is a random variable demonstrating the state at time \( t \), and \( H(X_1, X_2, ..., X_n) \) is the joint entropy of \((X_1, X_2, ..., X_n)\) with the joint distribution \( P(x_1, x_2, ..., x_n) \) where

\[ H(X_1, X_2, ..., X_n) \]

\[ = - \sum_{x_1 \in X} \sum_{x_2 \in X} ... \sum_{x_n \in X} P(x_1, x_2, ..., x_n) \log P(x_1, x_2, ..., x_n) \quad (3) \]

\[ = -E_{X_1, X_2, ..., X_n} \log P(X_1, X_2, ..., X_n). \]

Shannon (1948) proved the convergence in probability of \(-\frac{1}{n} \log P(x_1, x_2, ..., x_n)\) to \( H(X) \). The convergence in mean for any stationary ergodic process with a finite state space is illustrated by McMillan (1953). In sequence, the extension to a countable state set was made by Carleson (1958) for the convergence in mean and by Chung (1961) for the almost sure convergence.

Courbage and Saberi Fathi (2008) have computed the entropy functionals for non-stationary distributions of particles of Lorentz gas and hard disks.

Based on our best knowledge, the entropy rate of Markov chain with infinite state space has not been achieved yet. In this paper we have succeeded in obtaining entropy rate of Markov chain by conditioning on its probability transition matrix. The achieved entropy rate is very close to the real one. Our study concentrates on the estimation of the entropy rate of the Markov chain. This paper is organized as follows: section 2 includes some required preliminaries, and considers two assumptions. Section 3 is the most important section and the theorem is proved there. In section 4 the entropy rate of a birth and death chain as a Markov chain is included.

## 2 Preliminaries

In this paper an ergodic Markov chain with countable state set \( X \) is analyzed where the weakest ergodicity of condition for the finite Markov chains is:
Assumption 2.1. There exists a positive number \( \alpha < 1 \) such that

\[
\sup_{x, x' \in X} \sum_{y \in X} |P_{xy} - P_{x'y}| \leq 2\alpha.
\] (4)

This assumption implies that there exists a unique stationary distribution \( \rho \) over \( X \). Also, for a countable Markov chain to be an ergodic chain, we need another assumption:

Assumption 2.2. For any \( x \in X \)

\[
|\{y|P_{xy} \neq 0\}| < \infty.
\] (5)

Suppose that a given Markov chain is not ergodic. For finite state set \( X \), we can add an artificial state \( \hat{x} \) to \( X \) such that \( \hat{x} \) is reachable from any state \( x \) with a probability very close to zero. Hence, we can transform the given Markov chain into a new Markov chain, and an optimal solution for the new Markov chain can also approximate an optimal solution for the original Markov chain very closely.

For an ergodic stochastic process \( X \), Cover (2006) proved that

\[
H(X) = \lim_{n \to \infty} H(X_n|X_{n-1}, \ldots, X_1),
\] (6)

and for the homogeneous ergodic Markov chain one can show

\[
H(X) = H(X_2|X_1),
\] (7)

so we can conclude easily

\[
H(X) = \sum_{x \in X} \rho(x)S(x),
\] (8)

where

\[
S(x) = -\sum_{y \in X} P_{xy} \log P_{xy},
\] (9)

and \( \rho(x) \) is the unique stationary distribution of state \( x \in X \).

To obtain \( H(X) \) computing the stationary distribution \( \rho \) is essential. Unfortunately, obtaining exactly the stationary distribution \( \rho \) is difficult where \( X \) is large. In general, direct method extracted from the standard Gaussian elimination often suffers from fill-in phenomenon and iterative method from a slow convergence that one can see in Gambin and Pokarowski (2001). If the given Markov chain has geometric ergodicity (e.g., Assumption 2.1), the convergence rate to the stationary distribution from the iterative multiplication of \( P \) is fast or geometric.
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\[ \text{77} \]
With an approximation of the stationary distribution \( \rho \), \( H(\mathcal{X}) \) by a simple summation can be estimated. A sample path simulation with relatively sparse \( \mathbf{P} \) is considered.

### 3 Main Result

Consider a set of \( \{x_1, x_2, \ldots, x_n\} \) as a sample path where \( x_i \in \mathcal{X} \) for any \( 1 \leq i \leq n \). Let
\[
N_n(i) := \sum_{t=1}^{n} 1_{\{x_t=x_i\}},
\]
where \( 1_{\{x_t=x_i\}} = \begin{cases} 1 & x_t = x_i \\ 0 & x_t \neq x_i \end{cases} \). \( \frac{1}{n} N_n(i) \) is an estimator for \( \rho(i) \).

Define
\[
\hat{H}_n(x) = \sum_{i \in \mathcal{X}} \frac{N_n(i)}{n} S(i), \quad X_0 = x,
\]
as an estimator for the entropy rate of Markov chain via sample path simulation.

**Theorem 3.1.** Assume that Assumption 2.1 and Assumption 2.2 are held. Let \( C = 2M/(1-\alpha) \) where \( M = \log \sup_{x \in \mathcal{X}} |\{y|P_{xy} \neq 0\}| \). For a given \( \epsilon > 0 \) and for any fixed \( x \in \mathcal{X} \), if \( N > 2C/\epsilon \), then there exists \( \beta > 0 \) such that
\[
\Pr\{|\hat{H}_N(x) - H(\mathcal{X})| > \epsilon\} \leq \exp(-\beta N).
\]

**Proof.** The proof of here is adapted from the proof of Theorem 2.1 in Chang (2004). Let \( \rho^n(y|x) \) denote the probability that state \( y \) is reached from state \( x \) in \( n \)-steps and \( \rho \) be the unique stationary distribution of the Markov chain. Then
\[
| \sum_{y \in \mathcal{X}} S(y)(\rho^n(y|x) - \rho(y)) | \leq \sum_{y \in \mathcal{X}} |S(y)||\rho^n(y|x) - \rho(y)||
\leq M(\sum_{y \in \mathcal{X}} |\rho^n(y|x) - \rho(y)|) \leq 2M\alpha^n,
\]
where the last inequality follows from Lemma 3.3 in Hernandez-Lerma (1989).
Let
\[ \xi(x) := \sum_{n=0}^{\infty} \sum_{y \in X} S(y)(\rho^n(y|x) - \rho(y)). \] (14)

The property of \( \sum_{y \in X} \rho(y)S(y) = H(X), \) \( \xi \) satisfies that
\[ \xi(y) + H(X) = S(y) + \sum_{z \in X} P_{yz} \xi(z). \] (15)

Define \( M_n := \xi(X_n) - E[\xi(X_n)|X_0, ..., X_{n-1}] \) with \( X_0 = x. \)
From (15)
\[ \xi(X_n) + H(X) = S(X_n) + E[\xi(X_{n+1})|X_n, ..., X_0]. \] (16)

By some algebraic manipulation on (15), we have
\[ \sum_{n=1}^{N} M_n + \xi(X_0) - \xi(X_N) = \sum_{n=1}^{N} S(X_n) - NH(X) \]
\[ = \sum_{i=1}^{\infty} N_N(i)S(i) - NH(X) \]
\[ = N(\hat{H}_N(x) - H(X)) \quad X_0 = x. \] (17)

It follows by
\[ E[\exp(N(\hat{H}_N(x) - H(X)))]) \]
\[ \leq \exp(2||\xi||)E[\exp(\sum_{n=1}^{N-1} M_n)]E[\exp(M_N)|X_0, ..., X_{N-1}] \]
\[ \leq \exp(2||\xi||)E[\exp(\sum_{n=1}^{N-1} M_n)] \exp(\Phi(2||\xi||)|\sigma^2), \] (18)

where \( \sigma^2 \geq E[M_N^2|X_0, ..., X_{N-1}] \) and \( \Phi(a) = (e^a - a - 1)/a^2 \) if \( a \neq 0 \)
and 0.5 otherwise. In Appendix A, the last inequality is proved.

By recursive applications we have
\[ E[\exp(N(\hat{H}_N(x) - H(X)))) \]
\[ \leq \exp(2||\xi|| + N\Phi(2||\xi||)|\sigma^2), \] (19)

and by Markov’s inequality
\[ Pr\{\exp(N(\hat{H}_N(x) - H(X))) \geq \exp(N\epsilon)\} \]
\[ \leq \exp(2||\xi|| + N\Phi(2||\xi||)|\sigma^2)/\exp(N\epsilon), \] (20)
so
\[
Pr\{ \hat{H}_N(x) - H(X) \geq \epsilon \} \leq \exp(2\|\xi\| + N\Phi(2\|\xi\|)\sigma^2 - N\epsilon)
= \exp(2\|\xi\| - N\epsilon + N\sigma^2 \frac{e^{2\|\xi\| - 2\|\xi\| - 1}}{4\|\xi\|^2}).
\]

Let \( \sigma^2 = 4\|\xi\|^2 \)
\[
Pr\{ \hat{H}_N(x) - H(X) \geq \epsilon \} \leq \exp(2\|\xi\| - N\epsilon + N\sigma^2 - N\epsilon)
= \exp(-N\beta N),
\]
where \( \beta = \frac{2\|\xi\| - e^{2\|\xi\|} + 2\|\xi\| + 1 + \epsilon}{N} > 0 \) if \( N > 2C/\epsilon \). Note that
\[
\|\xi\| \leq C = \frac{2M}{1-\alpha}.
\]
For the proof of other tail, let
\[
\xi(x) := \sum_{n=0}^{\infty} \sum_{y \in X} S(y)(\rho(y) - \rho^n(y|x)).
\]
then we have
\[
\sum_{n=1}^{N} M_n + \xi(X_0) - \xi(X_N) = N(H(X) - \hat{H}_N(x)) \quad X_0 = x.
\]
Now with the similar reasoning, \( Pr\{ H(X) - \hat{H}_N(x) > \epsilon \} \leq \exp(-\beta N) \)
can be proved

4 Numerical example

Consider a birth and death chain with one reflecting barrier over \( X = \{0, 1, 2, \ldots\} \) with following parameters
\[
P_{x \ x+1} = \frac{x + 2}{(x + 3)^2}, \quad P_{x \ x-1} = \frac{1}{x + 1}, \quad P_x = 1 - p_x - q_x,
\]
where \( x \geq 1 \) and \( p_0 = 1 \). We get \( p_x := P_{x \ x+1}, \quad q_x := P_{x \ x-1} \)
and \( r_x := P_{x \ x} \). In this paper a Markov chain that satisfies Assumption
2.1 and Assumption 2.2 is required. This birth and death chain satisfies Assumption 2.2 with $M = 3$. We use Lemma 4.1 from Bermaud (1998) to satisfy Assumption 2.1.

**Lemma 4.1.** A birth and death chain with parameters $p_x, q_x$ and $r_x$, has unique stationary distribution if and only if

$$\sum_{i=2}^{\infty} \frac{p_1 \ldots p_{i-1}}{q_1 q_2 \ldots q_i} < \infty. \quad (26)$$

One can obtain the unique stationary distribution of this chain from

$$\begin{cases}
\rho(1) = \rho(0) \frac{1}{q_1} \\
\rho(i) = \rho(0) \frac{p_1 \ldots p_{i-1}}{q_1 q_2 \ldots q_i}, \quad i \geq 2 \\
\sum_{i=0}^{\infty} \rho(i) = 1
\end{cases} \quad (27)$$

Also consider a birth and death chain with two reflecting barriers over $X = \{0, 1, 2, \ldots, k\}$ with following parameters $p_x, q_x$ and $r_x$ (25), where $x \in \{1, 2, \ldots, k-1\}$ and $p_0 = q_k = 1$.

This chain satisfies Assumption 2.1 and Assumption 2.2. The unique stationary distribution of this chain was obtained from

$$\begin{cases}
\rho(1) = \rho(0) \frac{1}{q_1} \\
\rho(i) = \rho(0) \frac{p_1 \ldots p_{i-1}}{q_1 q_2 \ldots q_i}, \quad 2 \leq i \leq k \\
\sum_{i=0}^{k} \rho(i) = 1
\end{cases} \quad (28)$$

So we can compute the entropy rate of these chains directly. The entropy rate of the birth and death chain with one reflecting barrier chain is

$$H := H(\mathcal{X}) = -\sum_{i=0}^{\infty} \rho(i)S(i).$$

Calculating the above series follows

$$-\sum_{i=0}^{\infty} \rho(i)S(i) = 0.6924620 + \varepsilon, \quad \text{for} \quad \varepsilon \leq 10^{-6}, \quad (29)$$

More details are mentioned in Appendix B. Note that in this section we obtain results 7-decimally and due to the noncontrollable calculations,
there are some errors. Now we try to estimate $H(X)$ with samples in table 1 and table 2.

| $|X|$ | $|X| = 10$ | $|X| = 100$ | $|X| = 1000$ |
|---|---|---|---|
| $H$ | 0.7813217 | 0.7165776 | 0.6939823 |
| $N$ | $10^3$ | $10^5$ | $10^7$ | $10^5$ | $10^7$ | $10^9$ |
| $\hat{H}_N$ | 0.7859417 | 0.7815980 | 0.7806728 | 0.7807021 | 0.7822891 | 0.7800310 | 0.7812329 | 0.7814329 |
| $\hat{H}_N$ | 0.7855056 | 0.7815980 | 0.7806728 | 0.7807021 | 0.7822891 | 0.7800310 | 0.7812329 | 0.7814329 |
| $H^*_N$ | 0.7818401 | 0.7817407 | 0.7810463 | 0.7810463 |
| $\hat{H}_N$ | 0.7859417 | 0.7815980 | 0.7806728 | 0.7807021 | 0.7822891 | 0.7800310 | 0.7812329 | 0.7814329 |
| $\hat{H}_N$ | 0.7855056 | 0.7815980 | 0.7806728 | 0.7807021 | 0.7822891 | 0.7800310 | 0.7812329 | 0.7814329 |
| $H^*_N$ | 0.7818401 | 0.7817407 | 0.7810463 | 0.7810463 |

Table 2: $\hat{H}_N$ for $|X| = 100$ and $|X| = 1000$

| $|X|$ | $|X| = 100$ | $|X| = 1000$ |
|---|---|---|
| $H$ | 0.7165776 | 0.6939823 |
| $N$ | $10^3$ | $10^5$ | $10^7$ | $10^5$ | $10^7$ | $10^9$ |
| $\hat{H}_N$ | 0.7272087 | 0.7281338 | 0.7281338 | 0.7281338 | 0.7281338 | 0.7281338 |
| $\hat{H}_N$ | 0.7272087 | 0.7281338 | 0.7281338 | 0.7281338 | 0.7281338 | 0.7281338 |
| $H^*_N$ | 0.7294284 | 0.7294284 | 0.7294284 | 0.7294284 | 0.7294284 | 0.7294284 |
| $\hat{H}_N$ | 0.7272087 | 0.7281338 | 0.7281338 | 0.7281338 | 0.7281338 | 0.7281338 |
| $\hat{H}_N$ | 0.7272087 | 0.7281338 | 0.7281338 | 0.7281338 | 0.7281338 | 0.7281338 |
| $H^*_N$ | 0.7294284 | 0.7294284 | 0.7294284 | 0.7294284 | 0.7294284 | 0.7294284 |
Where $|X|$ is the size of the state set $X$, and $N$ is the size of sample path. For any pair of $([X], N)$, ten sample paths were generated, and the mean of the estimate of the entropy rate of them was used. The tables show that $\hat{H}_N(x)$ converges to $H(X)$ when $N$ increases asymptotically. Also when $|X|$ increases, the entropy rate of the birth and death chain with two reflecting barriers converges to the entropy rate of the birth and death chain with one reflecting barrier.

Conclusions

In this paper the entropy rate of a Markov chain with the countable state set is reviewed. First, an estimator for the stationary distribution of Markov chain via sample-path is obtained and then the entropy rate of the Markov chain is estimated. We illustrated that the estimated entropy rate of the Markov chain asymptotically converges to the true entropy rate exponentially fast with regard to the size of the sample-path.

References


Appendix

Appendix A. The Proof of Inequality (18)

\[
    E[\exp(N(\tilde{H}_N(x) - H(x)))] \\
    \leq \exp(2\|\xi\|)E[\exp(\sum_{n=1}^{N} M_n)] \\
    \leq \exp(2\|\xi\|)E[\exp(\sum_{n=1}^{N-1} M_n)]E[\exp(M_N)|X_0, ..., X_{N-1}].
\]

Note that \(\Phi(a) \geq 0\) for all \(a \in \mathbb{R}\) and \(\Phi(a)\) is nondecreasing.

\[
    E[\exp(M_N)|X_0, ..., X_{N-1}] \\
    = \exp(\log(E[e^{M_N}|X_0, ..., X_{N-1}])) \\
    = \exp(\log(E[e^{M_N} - 1 - M_N + 1 + M_N|X_0, ..., X_{N-1}])) \\
    = \exp(\log(E[e^{M_N} - 1 - M_N|X_0, ..., X_{N-1} + 1]),
\]

where the last equality is concluded from \(E[M_N|X_0, ..., X_{N-1}] = 0\). Now we have
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\[ e^{\log(E[e^{e^{M_N-1-M_N}}|X_0,\ldots,X_{N-1}] + 1))} \]

\[ = \exp(\log(E[\Phi(M_N)M_N^2|X_0,\ldots,X_{N-1}] + 1)) \]  

\[ \leq \exp(E[\Phi(M_N)M_N^2|X_0,\ldots,X_{N-1}]), \]

by using \( \log(a + 1) \leq a \) for \( a \geq 0 \). Now by monotonicity of \( \Phi \) and \( |M_N| \leq 2\|\xi\| \), we have

\[ \exp(E[\Phi(M_N)M_N^2|X_0,\ldots,X_{N-1}]) \]

\[ \leq \exp(\Phi(2\|\xi\|)E[M_N^2|X_0,\ldots,X_{N-1}]) \]

\[ \leq \exp(\Phi(2\|\xi\|)\sigma^2), \]

where \( \sigma^2 \geq E[M_N^2|X_0,\ldots,X_{N-1}] \).

**Appendix B. The estimation of series in (29)**

For estimating of the series in (29), we calculate it for finite cases. Let

\[ H_n(X) = -\sum_{i=0}^{n-1} \rho(i)S(i). \]

The results of calculation are mentioned in the following table.

<table>
<thead>
<tr>
<th>( n )</th>
<th>( H_n(X) )</th>
<th>( n )</th>
<th>( H_n(X) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.7813217</td>
<td>10^5</td>
<td>0.6924781</td>
</tr>
<tr>
<td>( 10^2 )</td>
<td>0.7165776</td>
<td>( 10^6 )</td>
<td>0.6924643</td>
</tr>
<tr>
<td>( 10^5 )</td>
<td>0.6939823</td>
<td>( 10^7 )</td>
<td>0.6924629</td>
</tr>
<tr>
<td>( 10^4 )</td>
<td>0.6926162</td>
<td>( 2.5 \times 10^7 )</td>
<td>0.6924628</td>
</tr>
</tbody>
</table>