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Abstract. The purpose of this article is to survey recent results on distributional properties of random binary search trees. In particular we consider the profile and the height.

1 Introduction

Probably the most widely used sorting algorithm is the algorithm Quicksort which was invented by C. A. R. Hoare [14, 15]. It is the standard sorting procedure in Unix systems, and the basic idea can be described as follows:

A list of $n$ (different) real numbers $A = (x_1, x_2, \ldots, x_n)$ is given. Select an element (a pivot) $x_j$ from this list. Divide the remaining numbers into sets $A_\leq, A_>$ of numbers smaller (or equal) and larger than $x_j$. Next apply the same procedure to each of these two sets if they contain more than one element. Finally, we end up with a sorted list of the original numbers.
This sorting procedure can be encoded with a binary tree with \( n \) (internal) nodes.\(^1\) The first selected element \( x_j \) is put in the root, whereas recursively \( A_\leq \) produces a left subtree of \( x_j \) and \( A_\geq \) the right subtree of \( x_j \). (An empty string produces an empty tree which is usually encoded as an external node.)

These kinds of binary trees are also called \textit{binary search trees} and are quite common as a data structure to store data represented by keys which can be totally ordered (compare with [18, 20]). It is then easy to search for an item by comparing it with the root and then proceeding to the left subtree if it is smaller and to the right subtree if it is larger.

![Binary search tree generated by the list (4, 2, 3, 5, 1), where the pivot element is always the first element.](image)

**Notation**

Consider a (finite) binary tree \( t \), that is, a rooted tree, where every node has either 0 or 2 descendents. A node with 2 descendents is called \textit{internal node} and a node with 0 descendents \textit{external node}. For every node \( x \) the distance to the root is denoted by \( h(x) \). The (internal) \textit{path length} is given by

\[
l = l_t = \sum_{x \text{ internal node of } t} h(x).
\]

The number of external nodes at level \( k \) is denoted by

\[
u_k = \# \{ x : h(x) = k, \ x \text{ external node of } t \}\]

\(^1\)The nodes of a (rooted) binary tree can be divided into \textit{internal} nodes with two descendents and \textit{external} nodes with no descendents.
and the number of internal nodes at level \( k \) by
\[
v_k = \#\{x : h(x) = k, \ x \text{ internal node of } t}\.
\]

Note that
\[
v_k = \sum_{j > k} 2^{k-j} u_j
\]

which can easily be proved by induction. The external profile of \( t \) is then given by the sequence \((u_k)_{k \geq 0}\) and the internal profile by \((v_k)_{k \geq 0}\). Observe that the (internal) path length is also given by
\[
l_t = \sum_{k \geq 0} k v_k.
\]

Finally, the height of \( t \) is defined by
\[
h = h_t = \max_{x \text{ internal node of } t} h(x) = \max\{k \geq 0 : v_k > 0\}
\]
and the fill-up-level by
\[
\overline{h} = \overline{h}_t = \max\{k \geq 0 : v_k = 2^k\}.
\]

**Probabilistic Model**

When analyzing Quicksort or binary search trees it is standard to assume that the data \( x_1 = X_1, x_2 = X_2, \ldots, x_n = X_n \) are iid real random variables with a (common) continuous probability distribution. For example, this implies that their ranks form a random permutation of \( \{1, 2, \ldots, n\} \). Thus, the kind of the distribution of \( X_j \) (\( 1 \leq j \leq n \)) has no influence on the distribution of the parameters of Quicksort or the corresponding binary search tree. It is therefore no loss of generality to assume that \( X_j \) are uniformly distributed on \([0, 1]\). Even the choice of the pivot element (in Quicksort) does not change the probabilistic structure. It is therefore common to assume that the pivot element is always the first in the corresponding list.\(^2\)

In this context it is also natural to consider an infinite sequence \((X_n)_{n \geq 1}\) of iid random variables (uniformly distributed on \([0, 1]\)) which induce a random sequence \((T_n)_{n \geq 0}\) of binary search trees. This means that \( T_n \) contains \( n \) internal nodes, where the data \( X_1, X_1, \ldots, X_n \) are stored in a way that all (internal) nodes of the left subtree of \( X_j \)

\(^2\)In Unix systems the pivot element is always an element in the middle position.
have smaller values than $X_j$ and all nodes of the right subtree are larger than $X_j$. Furthermore, $T_{n+1}$ is generated from $T_n$ by inserting $X_{n+1}$ at one of the $n + 1$ external nodes of $T_n$ in the following way. One starts at the root and goes to the left subtree if $X_{n+1}$ is smaller than the value of the root and to the right subtree if $X_{n+1}$ is larger. This procedure is recursively applied until one reaches an external node where $X_{n+1}$ is inserted. By assumption any of these $n + 1$ external nodes (or free places) is replaced by $X_{n+1}$ with equal probability $1/(n + 1)$. Thus, we also have a kind of Markov property: $T_{n+1}$ just depends on $T_n$ (and this in a very simple way).

In what follows we will discuss just parameters in (random) binary search trees. As explained above there is a direct correspondence to Quicksort. For example, the number of comparisons in Quicksort that are needed to sort $n$ data is exactly the internal path length of the corresponding binary search tree.

## 2 Profile

We now consider the sequence $(T_n)_{n \geq 0}$ of binary search trees generated by an iid sequence $(X_n)_{n \geq 1}$ of random variables which are uniformly distributed (ud) on $[0, 1]$. The internal profile will be denoted $V_{k,n}$ (that is, $V_{k,n}$ equals the number of internal nodes of $T_n$ at level $k$) and the external profile by $U_{k,n}$. It turns out that $U_{k,n}$ is much easier to handle. On the other hand we have

$$V_{k,n} = \sum_{j > k} 2^{k-j} U_{j,n}.$$  \hfill (1)

Therefore we will work mainly with $U_{k,n}$. Corresponding results for $V_{k,n}$ are then immediate corollaries.

### 2.1 Expected Profile

We introduce the generating functions

$$Y_k(x, u) := \sum_{n \geq 0} E u^{U_{k,n}} x^n.$$  \hfill (2)

Then we have $Y_0(x, u) = u + x/(1 - x)$ and recursively

$$\frac{\partial Y_{k+1}(x, u)}{\partial x} = Y_k(x, u)^2,$$
with $Y_k(0, u) = 1$. The reason for the appearance of the square $Y_k(x, u)^2$ on the right hand side of this equation is that the two subtrees of the root of a random binary search tree (with $n$ external nodes) can be considered as two independent binary search trees (with $\ell$ resp. $n - \ell$ external nodes, where every $\ell = 0, 1, \ldots, n$ appears with equal probability $1/(n+1)$). Furthermore, if one wants to count the number of nodes at level $k + 1$ then one has to add the number of nodes at level $k$ of the two subtrees of the root.

There is no known method to solve this kind or recurrence (explicitly or asymptotically). Nevertheless it can be used to derive the expected profile. By definition we have

$$Z_k(x) := \frac{\partial Y_k(x, 1)}{\partial u} = \sum_{n \geq 0} E U_{k,n} \cdot x^n.$$  

Furthermore, $Z_0(x) = 1$ and by (2)

$$Z_{k+1}'(x) = 2Y_k(x, 1)Z_k(x) = \frac{2}{1-x}Z_k(x),$$

with $Z_{k+1}(0) = 0$ (for $k \geq 0$). Hence,

$$Z_k(x) = \frac{2^k}{k!} \left( \frac{1}{1-x} \right)^k$$

and one obtains

$$E U_{k,n} = \frac{2^k}{n!} s_{n,k}, \quad (3)$$

where $s_{n,k}$ are the (absolute) Stirling numbers of the first kind – in other words the number of permutations $\sigma$ of $n$ elements such that the canonical cyclic representation of $\sigma$ has exactly $k$ cycles. (It seems that this explicit formula was first observed by Lynch [19], compare also with [20]). By well known asymptotics for Stirling numbers (see [21]) we can derive the following asymptotic relations for $E U_{k,n}$ and $E V_{k,n}$.

Theorem 2.1.1. Set $\alpha_{n,k} = k/ \log n$. Then we have

$$E U_{k,n} \sim \frac{n^{\alpha_{n,k} (1-\log (\alpha_{n,k}/2)) - 1}}{\sqrt{2\pi k}}, \quad (4)$$

uniformly for $\alpha_{n,k} = O(1)$.  


Furthermore, if \( 1 + \varepsilon \leq \alpha_{n,k} = O(1) \) (where \( \varepsilon > 0 \)) then
\[
E V_{k,n} \sim \frac{E U_{k,n}}{\alpha_{n,k} - 1} \sim \frac{n^{\alpha_{n,k} (1 - \log(\alpha_{n,k}/2)) - 1}}{(\alpha_{n,k} - 1)\sqrt{2\pi k}},
\]
and for \( \alpha_{n,k} \leq 1 - \varepsilon \),
\[
E V_{k,n} \sim 2^k.
\]
Note that for \( k \) close to \( 2 \log n \) these estimates show that
\[
E U_{k,n} = \frac{n}{\sqrt{4\pi \log n}} e^{-\frac{(k - 2 \log n)^2}{4 \log n}} + O\left( \frac{n}{\log n} \right)
\]
and
\[
E V_{k,n} = \frac{n}{\sqrt{4\pi \log n}} e^{-\frac{(k - 2 \log n)^2}{4 \log n}} + O\left( \frac{n}{\log n} \right).
\]
This indicates that the mass of a binary search tree \( T_n \) is concentrated around level \( 2 \log n \). This fact is also reflected by the well known asymptotic formula for the expectation of the internal path length
\[
E L_n = 2(n + 1) \sum_{h=1}^{n+1} \frac{1}{h} - 4(n + 1) + 2
= 2n \log n + n(2\gamma - 4) + 2 \log n + 2\gamma + 1 + O\left( \frac{\log n}{n} \right)
\]
with \( \gamma = 0.57721... \) being Euler’s constant. Recall that \( L_n \) is also the number of comparison in Quicksort to sort \( n \) items.

### 2.2 Profile Polynomials

Next we consider the so-called random profile polynomials
\[
W_n(z) = \sum_{k \geq 0} U_{k,n} z^k.
\]
By (3)
\[
E W_n(z) = (-1)^n \binom{-2z}{n}.
\] (5)
The basic property of \( W_n(z) \) is that the normalized version is a martingale (see [16]).
Lemma 2.2.1. The random (analytic) functions

\[ M_n(z) = \frac{W_n(z)}{\mathbb{E}W_n(z)} \]

constitute a martingale with respect to the natural filtration \((\mathcal{F}_n)_{n \geq 0}\) associated to the sequence of trees \((T_n)_{n \geq 0}\).

Proof. With the help of the above description of how \(T_{n+1}\) evolves from \(T_n\) one has

\[
\mathbb{E}(U_{k,n+1}|\mathcal{F}_n) = (U_{k,n} + 2) \frac{U_{k-1,n}}{n+1} + (U_{k,n} - 1) \frac{U_{k,n}}{n+1} + U_{k,n} \left(1 - \frac{U_{k-1,n} + U_{k,n}}{n+1}\right) = \frac{2U_{k-1,n}}{n+1} + nU_{k,n} \frac{U_{k,n}}{n+1}.
\]

Hence

\[ \mathbb{E}(W_{n+1}(z)|\mathcal{F}_n) = \frac{2z + n}{n+1} W_n(z). \]

Consequently

\[ \mathbb{E}(M_{n+1}(z)|\mathcal{F}_n) = M_n(z), \]

which completes the proof of the martingale property. □

Hence, for positive values of \(z\), the martingale converges to an almost sure limit \(M(z)\) that has quite interesting properties.

Lemma 2.2.2. ([16]) Let \(c' = 0.37\ldots\) and \(c = 4.31\ldots\) be the two solutions of the equation \(c \log(\frac{2e}{c}) = 1\) and set \(z_c^- = c'/2 = 0.186\ldots\) and \(z_c^+ = c/2 = 2.155\ldots\). Then the limiting martingale \(M(z)\) is positive a.s. for positive real \(z \in (z_c^-, z_c^+)\) and \(M(z) = 0\) if \(z \notin [z_c^-, z_c^+]\).

Interestingly \(M_n(z)\) converges, too, for certain complex values of \(z\).

Lemma 2.2.3. ([1]) For any compact set \(C \subseteq \{z \in \mathbb{C} : |z - 1| < 1/\sqrt{2}\}\) the martingale \(M_n(z)\) converges a.s. uniformly to its limit \(M(z)\) (which is again an analytic function).

Furthermore, the distribution of \(M(z)\) can be characterized by a fixed point equation.
Lemma 2.2.4. ([3]) Suppose that $z$ is positive and real. Then the distribution of $M(z)$ equals the distribution of

$$zU^{2z-1}M(z) + z(1-U)^{2z-1}M(z),$$

where $M(z)$ is a copy of $M(z)$ and $U$ is ud on $[0, 1]$ such that $M(z)$, $M(z)$, and $U$ are independent.

2.3 Asymptotic Properties of the Profile

The idea behind the following result for the profile $U_{k,n}$ is that the ratio $U_{k,n}/E U_{k,n}$ can be estimated by the ratio $M_n(z) = W_n(z)/E W_n(z)$, where $z = k/(2 \log n)$. Note that $z = k/(2 \log n)$ is exactly the saddle point of the function $E W_n(z)z^{-k}$. In fact, with the help of the martingale properties of $M_n(z)$ the following results can be derived.

Theorem 2.3.1. ([1, 3]) Suppose that $k = k(n) = 2z \log n + o(\sqrt{n})$ and $z \in (z^{-}, z^{+})$. Then

$$\lim_{n \to \infty} \frac{U_{k,n}}{E U_{k,n}} = M(z)$$

in probability.

Furthermore, we have a.s. that

$$\frac{U_{k,n}}{E U_{k,n}} = M \left( \frac{k}{2 \log n} \right) + o(1)$$

uniformly for $1.2 \leq k/\log n \leq 2.8$.

The idea behind the proof is the following one. We know that

$$W_n(z) \sim M(z) \cdot E W_n(z) \quad a.s.$$  \hspace{1cm} (6)

if $z$ is complex and $|z - 1| < 1/\sqrt{2}$. Consequently we can use Cauchy’s formula to evaluate $U_{k,n}$:

$$U_{k,n} = \frac{1}{2\pi i} \int_{|z|=k/(2 \log n)} \frac{W_n(z)}{z^{k+1}} dz$$

$$\approx M \left( \frac{k}{2 \log n} \right) \cdot \frac{1}{2\pi i} \int_{|z|=k/(2 \log n)} \frac{E W_n(z)}{z^{k+1}} dz$$

$$= M \left( \frac{k}{2 \log n} \right) \cdot E U_{k,n}.$$
Of course, there are some missing details, see [1, 3].

In particular it follows that \( U_{k,n}/E U_{k,n} \) has a limiting distribution \( M(z) \) if \( k = k(n) = 2z \log n + o(\sqrt{\log n}) \) and \( n \to \infty \).

Furthermore, by using the fact that \( W_n'(1) = \sum_{k \geq 0} kU_{k,n} \) and that \( L_n = \sum_{k \geq 0} kV_{k,n} = \sum_{k \geq 0} kU_{k,n} - 2n \) it also follows that

\[
M_n'(1) = \frac{L_n - E L_n}{n + 1}
\]

Thus,

\[
\frac{L_n - E L_n}{n + 1} \to M'(1) \quad \text{a.s.}
\]

Note also that \( M'(1) \) has the same distribution as

\[
U M'(1) + (1 - U)\overline{M}'(1) + 2U \log U + 2(1 - U) \log(1 - U) + 1,
\]

where \( \overline{M}'(1) \) is a copy of \( M'(1) \) and \( U \) is \( ud \) on \([0,1]\) such that \( M'(1), \overline{M}'(1), U \) are independent, compare with [27]. The distribution of \( M'(1) \) is also called Quicksort distribution. It is known that there exists a density ([28]), which is a bounded \( C^\infty \) function, tail estimates are available, and orders of convergence are estimated (compare with [11, 12, 13, 17]). However, no explicit representations for the limiting distribution are known.

3 Height

The distribution of the height \( H_n \) of binary search trees has turned out to be an interesting (and difficult) problem. We start with some history.

In 1986 Devroye [4] proved that the expected value \( E H_n \) satisfies the asymptotic relation \( E H_n \sim c \log n \) (as \( n \to \infty \)), where \( c = 4.31107 \ldots \) is the (largest real) solution of the equation \( c \log \left( \frac{2c}{e} \right) = 1 \). (Earlier Pittel [22] had shown that \( H_n/\log n \to \gamma \) almost surely as \( n \to \infty \), where \( \gamma \leq c \), compare also with Robson [24]. Later Devroye [5] provided a first bound for the error term; he proved \( H_n - c \log n = \mathcal{O}(\sqrt{\log n \log \log n}) \) in probability.) Based on numerical data Robson conjectured that the variance \( \text{Var} H_n \) is bounded. In fact, he could prove (see [25]) that there is an infinite subsequence for which

\[
E|H_n - E H_n| = \mathcal{O}(1),
\]
and that his conjecture is equivalent to the assertion that the expected value \( E_{V_{H_n,n}} \) of the number of nodes at level \( k = H_n \) is bounded (see [26] or section 3.2). The best bounds (before 1999) were given using two completely different methods by Devroye and Reed [6] and later by Drmota [7]. They (both) proved

\[
E_{H_n} = c \log n + \mathcal{O}(\log \log n) \tag{7}
\]

and

\[
\text{Var}_{H_n} = E_{(H_n - E_{H_n})^2} = \mathcal{O}((\log \log n)^2).
\]

Eventually, Reed [23] settled Robson’s conjecture:

\[
\text{Var}_{H_n} = \mathcal{O}(1) \quad (n \to \infty).
\]

Reed’s approach is related to that of [6], moreover he could also show that

\[
E_{H_n} = c \log n - \frac{3c}{2(c - 1)} \log \log n + \mathcal{O}(1). \tag{8}
\]

A second proof of Robson’s conjecture was given (independently) by the author [8] (just a few months later than Reed).

Before stating results on the distribution of the height of binary search trees we want to present a first flavour of this problem. It is clear that \( V_{k,n} > 0 \) is equivalent to \( H_n > k \). By (1) and (4) it follows that \( E_{V_{n,k}} < 1 \) if \( k > c \log n - \frac{e}{2(c-1)} \log \log n + \mathcal{O}(1) \), where \( c = 4.31107 \ldots \) is the (largest real) solution of the equation \( c \log \left( \frac{2e}{c} \right) = 1 \). Hence, one might expect that \( H_n \) is concentrated around \( c_n := c \log n - \frac{e}{2(c-1)} \log \log n \). We can be even more precise. Since

\[
\Pr[H_n > k] \leq \Pr[V_{k,n} > 0] \leq E_{U_{k,n}}
\]

we get (with the help of (4))

\[
E_{H_n} = \sum_{k \geq 0} \Pr[H_n > k] \\
\leq c_n + \sum_{k \geq c_n} E_{V_{k,n}} \\
\leq c_n + \mathcal{O}(1).
\]

This estimate would be optimal if \( E_{V_{k,n}^2} = \mathcal{O}(1) \) for \( k > c_n \). However, this is not true. And this is really the crux of the matter. As mentioned above, see (8), the expected height is definitely smaller.
3.1 Distribution of the Height

Let $y_k(x) = \sum_{n \geq 0} \Pr[H_h \leq k] \cdot x^n$. Then $y_0(x) \equiv 1$ and

$$y_{k+1}'(x) = y_k(x)^2$$

with initial condition $y_{k+1}(0) = 1$. Obviously, $y_k(x)$ are polynomials of degree $2^k - 1$ and have a limit $y(x) = 1/(1 - x)$ (for $0 \leq x < 1$). Thus, there is a singularity for $x = 1$, and in fact the main characteristics can be formulated in terms of the (singular) sequence $y_k(1)$.

**Theorem 3.1.1.** ([9]) There exists a monotonically decreasing function $\Psi(y)$, $y \geq 0$, with $\Psi(0) = 1$ and $\lim_{y \to \infty} \Psi(y) = 0$ satisfying the integral equation

$$y\Psi(y/e^{1/c}) = \int_{0}^{y} \Psi(z)\Psi(y-z)\,dz,$$

such that

$$\Pr[H_n \leq k] = \Psi(n/y_k(1)) + o(1) \quad (n \to \infty),$$

with the $o(1)$-error term being uniform for all $k \geq 0$. Furthermore, there exist constants $C, \eta > 0$ such that

$$\Pr[|H_n - h_n| \geq y] \leq Ce^{-\eta y}, \quad (y > 0),$$

where $h_n = \max\{k : y_k(1) \leq n\}$.

Especially, it follows from Theorem 3.1.1 that the expected value of the height $H_n$ of binary search trees of size $n$ is given by

$$\mathbf{E}H_n = \max\{k : y_k(1) \leq n\} + \mathcal{O}(1) \quad (n \to \infty).$$

and that all centralized moments are bounded

$$\mathbf{E}|H_n - \mathbf{E}H_n|^r = \mathcal{O}(1) \quad (n \to \infty).$$

If one combines (8) and (12) one gets

$$y_k(1) = e^{k/e^c - \frac{3}{2(c-1)} \log k + \mathcal{O}(1)}.$$
It would be (very) interesting to find a direct proof of (14) or even tighter estimates.

Note that (13) solves Robson’s conjecture, however, in a quite implicit way. Interestingly, Theorem 3.1.1 does not provide any precise information on the magnitude of $y_k(1)$ and thus (via (12)) no quantitative bound for the expected height $EH_n$. The exact order of $EH_n$ was given by Reed [23] by improving the previous bound (7) by Devroye and Reed [6] and by the author [7].

We also want to mention that there are similar results for the height of $m$-ary search trees and also for the fill-up-level, see [2].

In what follows we present a sketch of the proof of Theorem 3.1.1. The first step of the proof is to solve the fixed point equation (9). In particular it can be shown (see [9]) that there exists a unique solution $\Psi(y)$ provided that $\Psi(y)$ is decreasing and $\int_0^{\infty} \Psi(y) \, dy = 1$.

Furthermore, one has $1 - \Psi(y) \sim c_1 y^{-1} \log y$ as $y \to 0+$ for some constant $c_1$ and $\Psi(y) = O(e^{-Cy})$ as $y \to \infty$ for some $C > 0$ and some $\gamma > 1$. With the help of the function $\Psi(y)$ we define auxiliary functions

$$\tilde{y}_k(x) := \int_0^{\infty} \Psi(y e^{-k/c}) e^{y(1-x)} \, dy,$$

where $k$ is an arbitrary real (not necessarily an integral) number. In some sense these functions simulate the above polynomials $y_k(x)$. They satisfy

$$\tilde{y}_{k+1}(x) = \tilde{y}_k(x)^2$$

with initial condition

$$1 - \tilde{y}_k(0) \sim \frac{C_1}{c} k \left( \frac{2}{c} \right)^k \quad (k \to \infty).$$

Furthermore, by definition $\tilde{y}_k(1) = e^{k/c}$, and $\tilde{y}_k(x)$ has a power series expansion $\tilde{y}_k(x) = \sum_{n \geq 0} a_{nk} x^n$ with positive coefficients $a_{nk} > 0$ that are asymptotically given by

$$a_{nk} = \Psi(ne^{-k/c}) + o(1),$$

where the $o(1)$ error term is uniform for all integers $n \geq 0$ and all real numbers $k \geq 0$. Finally, there is a crucial intersection property. For every integer $k \geq 0$ and for every real number $l$ the difference $y_k(x) - \tilde{y}_l(x)$ has exactly one zero $x_{k,l}$ on the positive real line. Furthermore, these zeros satisfy $x_{k+1,l+1} > x_{k,l}$. (Interestingly the proof is immediate by induction on $k$.)
With the help of these auxiliary functions \( \tilde{y}_k(x) \) we obtain proper tail estimates of the distribution of \( H_n \).

**Lemma 3.1.1.** Set \( e_k = c \log y_k(1) \). Then \( e_{k+1} \geq e_k + 1 \) and there exists a constant \( C < 0 \) such that

\[
\Pr[H_n \leq k] \leq Ce^{-(c \log n - e_k)/c}
\]

and

\[
\Pr[H_n > k] \leq Ce^{-(e_k - c \log n)/c}.
\]

**Proof.** Set \( \alpha = e^{1/c} \). By definition \( \tilde{y}_{e_k}(1) = y_k(1) \). Thus, \( \tilde{y}_{e_k}(x) \leq y_k(x) \) for \( 0 \leq x \leq 1 \) and \( \tilde{y}_{e_k}(x) \geq y_k(x) \) for \( x \geq 1 \). In particular it follows that \( \tilde{y}_{e_k+1}(x) \leq y_{k+1}(x) \) for \( 0 \leq x \leq 1 \) and consequently \( \alpha^{e_{k+1}} \leq \alpha^{e_k+1} \) which gives \( e_{k+1} \geq e_k + 1 \).

Suppose that \( x \geq 1 \). Then we get (by using the trivial inequality \( \Pr[H_n \leq k] \geq \Pr[H_n+1 \leq k] \))

\[
\tilde{y}_{e_k}(x) \geq y_k(x) \geq \sum_{l=0}^{n} \Pr[H_l \leq k] x^l \geq \Pr[H_n \leq k] \frac{x^{n+1} - 1}{x - 1}.
\]

Choosing \( x = 1 + \alpha^{-e_k} \) and using the definition of \( \tilde{y}_{e_k}(x) \) we obtain the upper bound

\[
\Pr[H_n \leq k] \leq \frac{1}{(1 + \alpha^{-e_k})^{n+1} - 1} \int_{0}^{\infty} \Psi(z)e^z \, dz \quad (16)
\]

\[
\ll \frac{1}{n\alpha^{-e_k}} = \alpha^{-(c \log n - e_k)}.
\]

In the same fashion we have for \( 0 < x < 1 \)

\[
\frac{1}{1 - x} - \tilde{y}_{e_k}(x) \geq \frac{1}{1 - x} - y_k(x) \\
\geq \sum_{l=n}^{\infty} (1 - \Pr[H_l \leq k]) x^l \\
\geq (1 - \Pr[H_n \leq k]) \frac{x^n}{1 - x}.
\]

Finally, setting \( x = 1 - 1/n \) we directly get

\[
1 - \Pr[H_n \leq k] \ll 1 - \alpha^{e_k-c \log n} \Phi(\alpha^{e_k-c \log n}), \quad (17)
\]

(17)
where \( \Phi(u) = \int_0^\infty \Psi(z)e^{-zu} \, du \) denotes the Laplace transform of \( \Psi(z) \). Since \( 1 - \Psi(y) \sim c_1 y^{c-1} \log y \) we have
\[
1 - u\Phi(u) \sim c_2 (\log u)^{c-1} u^{-1} \ll 1/u.
\]
Hence
\[
1 - \Pr[H_n \leq k] \ll \alpha^{-(e_k - c \log n)}. \quad \square
\]

Obviously, the tail estimate (11) follows from Lemma 3.1.1. In order to complete the proof of Theorem 3.1.1 we have to refine the methods a little bit. The idea is to approximate \( y_k(x) \) by \( \tilde{y}_{e_k}(x) \). (Recall that \( e_k \) was defined such that \( y_k(1) = \tilde{y}_{e_k}(1) \).) In order to do this we use the fact (see [9]) that the sequence \( y_k+1(1)/y_k(1) \) converges and its limit is given by
\[
\lim_{k \to \infty} \frac{y_{k+1}(1)}{y_k(1)} = \alpha = e^{1/c}. \tag{18}
\]
It then follows that
\[
y_k(1) = y_{k-1}(1)^2 \sim y_k(1)^2 \alpha^{-2} = \tilde{y}_{e_k-1}(1)^2 = \tilde{y}'_{e_k}(1),
\]
and inductively, one gets for every fixed \( l \geq 0 \) that \( y_k^{(l)}(1) \sim \tilde{y}_{e_k}^{(l)}(1) \) as \( k \to \infty \). Thus, \( y_k(x) \) can be properly approximated by \( \tilde{y}_{e_k}(x) \) in a neighbourhood of \( x = 1 \) in the complex plane. Together with some further (technical but easy) estimates (compare with [9]) it follows via Cauchy’s formula that
\[
\Pr[H_n \leq k] = \frac{1}{2\pi i} \int_{|x|=1} \frac{y_k(x)}{x^{n+1}} \, dx
\]
\[
= \frac{1}{2\pi i} \int_{|x|=1} \frac{\tilde{y}_{e_k}(x)}{x^{n+1}} \, dx + o(1)
\]
\[
= \Psi(n/e^{ek}) + o(1)
\]
\[
= \Psi(n/\alpha^{ek}) + o(1),
\]
which completes the proof of Theorem 3.1.1.

### 3.2 Nodes of Largest Distance

Let \( C_n = V_{H_n,n} \) denote the number of internal nodes in a random binary search tree (of \( n \) nodes) at the maximal level \( H_n \). It turns
out that the expected values $E C_n$ is of particular interest. First of all, it has been shown by Robson [26] that $E C_n$ remains bounded (as $n \to \infty$) if and only if $\text{Var} H_n$ remains bounded. Since the second assertion has been verified (see (13)) it thus follows that $E C_n = \mathcal{O}(1)$ (as $n \to \infty$). Robson has also conjectured that the sequence $E C_n$ has a limit. At least, numerically it looks convergent. It is increasing for $7 \leq n \leq 100000$.

In what follows we indicate a direct proof of the property $E C_n = \mathcal{O}(1)$. Furthermore we observe that $E C_n$ is asymptotically (multiplicatively) periodic which shows that Robson’s convergence conjecture is only true if a corresponding limiting periodic function $\tilde{C}(x)$ (see (25)) is constant. Interestingly $\tilde{C}(x)$ looks constant (numerically) and it can be shown that the possible oscillation are very small. However, there are strong indications that $\tilde{C}(x)$ is not constant. Thus, we are confronted here with a new almost constancy phenomenon. Interestingly this observation seems to be in contrast to Robson’s numerical experiments.

With the help of the sequence $y_k(1)$ and the derivative of the function $\Psi(y)$ one can introduce the function

$$C(x) := -\frac{1}{2} \sum_{k \geq 0} \frac{x}{y_k(1)} \Psi' \left( \frac{x}{y_k(1)} \right).$$

Due to proper tail estimates for $\Psi'(y)$ (that are similar to those of $\Psi(x)$) it follows that $C(x)$ is a bounded function for $x > 0$. Furthermore, the limiting relation (18) implies that $C(x)$ is almost periodic in the sense that

$$C(e^{1/c} x) = C(x) + o(1) \quad (x \to \infty).$$

With the help of this function we can formulate the following result:

**Theorem 3.2.1.** (10) Let $C_n$ denote the number of internal nodes in $T_n$ at level $H_n$. Then the sequence $E C_n$ remains bounded for $n \to \infty$. It is asymptotically given by

$$E C_n = C(n) + o(1) \quad (n \to \infty) \quad (21)$$

and it is asymptotically periodic in the sense that

$$E C_{[e^{1/c} n]} = E C_n + o(1) \quad (n \to \infty).$$

(22)
Furthermore, the sequence $E C_n$ is almost constant. There exists $n_0$ such that
\[
\max_{n \geq n_0} \left| E C_n - \frac{c}{2} \right| \leq 10^{-4}.
\] (23)
and we have
\[
\lim_{n \to \infty} \sum_{k=n}^{[e^{1/c} n]} \frac{E C_k}{k} = \frac{1}{2}.
\] (24)

The periodicity behaviour of $E C_n$ can be stated in a little bit more precise form. Set
\[
\tilde{C}(x) := - \frac{1}{2} \sum_{k=-\infty}^{\infty} x e^{-k/c} \Psi'(x e^{-k/c}).
\] (25)
Then $\tilde{C}(x)$ is in fact (multiplicatively) periodic, that is, $\tilde{C}(e^{1/c} x) = \tilde{C}(x)$ and we have, as $x \to \infty$,
\[
C(x) = \tilde{C} \left( \frac{x}{y_{h_0}(x)} \right) + o(1) \quad (x \to \infty),
\]
where $h_0(x)$ is uniquely defined by $y_{h_0}(x)(1) \leq x < y_{h_0}(x)+1(1)$. Consequently
\[
E C_n = \tilde{C} \left( \frac{n}{y_{h_0(n)}} \right) + o(1) \quad (n \to \infty).
\]
Thus, it follows that the limits $\lim_{x \to \infty} C(x)$ and $\lim_{n \to \infty} E C_n$ exist if and only if $\tilde{C}(x)$ is constant. In fact, $\tilde{C}(x)$ equals $\frac{c}{2}$ up to at least 4 decimals and there are strong indications that $\tilde{C}(x)$ is not constant.

Interestingly there is a similar theorem for the variance of the height $H_n$. Set
\[
V(x) := \sum_{k \geq 0} (2k + 1) \left( 1 - \Psi \left( \frac{x}{y_k(1)} \right) \right)
- \left( \sum_{k \geq 0} \left( 1 - \Psi \left( \frac{x}{y_k(1)} \right) \right) \right)^2
\] (26)
This function has similar properties as $C(x)$. $V(x)$ is a bounded function for $x > 0$ and it is almost periodic in the above sense:
\[
V(e^{1/c} x) = V(x) + o(1) \quad (x \to \infty).\] (27)
Theorem 3.2.2. ([10]) The variance $\text{Var} H_n$ remains bounded for $n \to \infty$. It is asymptotically given by

$$\text{Var} H_n = V(n) + o(1) \quad (n \to \infty) \quad (28)$$

and it is asymptotically periodic in the sense that

$$\text{Var} H_{\lfloor e^{1/c}n \rfloor} = \text{Var} H_n + o(1) \quad (n \to \infty). \quad (29)$$

Furthermore, the sequence $\text{Var} H_n$ is almost constant. There exists $n_1$ such that

$$\max_{n \geq n_1} |\text{Var} H_n - v_0| \leq 10^{-3}, \quad (30)$$

and we have

$$\lim_{n \to \infty} \sum_{k=n}^{\lfloor e^{1/c}n \rfloor} \frac{\text{Var} H_k}{k} = \frac{v_0}{c}, \quad (31)$$

in which

$$v_0 = c \int_0^\infty (E(u) + E(ue^{-1/c}))\Psi(u) \frac{du}{u} = 2.085687 \ldots,$$

and

$$E(u) = \sum_{k \geq 0} \left(1 - \Psi(ue^{-k/c})\right).$$

First, we note that there is an intimate relation between the sequence $E C_n$ and the sequence $E H_n$.

Lemma 3.2.1. We have

$$E C_n = \frac{n + 1}{2} (E H_{n+1} - E H_n). \quad (32)$$

Proof. Let $D_n = U_{H_n+1,n}$ denote that number of external nodes at level $H_n + 1$, i.e. there are no further (external or internal) nodes at higher level. Then $D_n = 2C_n$.

We now use the property that a random binary search trees $T_{n+1}$ with $n+1$ internal nodes is obtained from $T_n$ by replacing (with equal probability $1/(n+1)$) one of the $n+1$ external nodes of $T_n$ by an internal one (with two adjacent external ones). Thus

$$E(H_{n+1}|T_n) = (H_n + 1) \frac{D_n}{n+1} + H_n \left(1 - \frac{D_n}{n+1}\right)$$

$$= \frac{D_n}{n+1} + H_n.$$
and consequently

\[ \mathbb{E}H_{n+1} = \frac{\mathbb{E}D_n}{n+1} + \mathbb{E}H_n. \]

This proves (32). \( \square \)

Alternatively we have

\[ \mathbb{E}C_n = \frac{n+1}{2} \sum_{k \geq 0} (a_{n,k} - a_{n+1,k}), \tag{33} \]

where \( a_{n,k} := \mathbb{P}[H_n \leq k] \), and (after applying the recurrence for \( a_{n,k} \) hidden in the relation \( y'_{k+1}(x) = y_k(x)^2 \))

\[ \mathbb{E}C_n = \frac{1}{2} + \frac{1}{2} \sum_{k \geq 0} \sum_{m=0}^{n-1} a_{m,k} (a_{n-m-1,k} - a_{n-m,k}). \tag{34} \]

Now observe that due to \( a_{0,k} = 1 \) and \( a_{n+1,k} \leq a_{n,k} \) we have for every \( L \leq n \)

\[ \sum_{m=0}^{n-1} a_{m,k} (a_{n-m-1,k} - a_{n-m,k}) \leq \sum_{m=0}^{L-1} (a_{n-m-1,k} - a_{n-m,k}) + a_{L,k} \sum_{m=L}^{n-1} (a_{n-m-1,k} - a_{n-m,k}) = (a_n - L - a_{n,k}) + a_{L,k} (1 - a_{n-L,k}). \]

In particular we will work with \( L = \lceil \frac{n}{2} \rceil \) and obtain the upper bound

\[ \mathbb{E}C_n \leq \frac{1}{2} + \frac{1}{2} \sum_{k \geq 0} (a_{\lfloor n/2 \rfloor,k} - a_{n,k}) + \frac{1}{2} \sum_{k \geq 0} a_{\lfloor n/2 \rfloor,k} (1 - a_{\lfloor n/2 \rfloor,k}) = 1 + S_1 + S_2. \]

Set \( h_0(n) := \max\{k \geq 0 : y_k(1) \leq n\} \). First, by using the tail estimates from Lemma 3.1.1 we have

\[ a_{\lfloor n/2 \rfloor,k} - a_{n,k} \leq a_{\lfloor n/2 \rfloor,k} \leq C e^{-h_0(\lfloor n/2 \rfloor - k)/c} \]

for \( k \leq h_0(\lfloor n/2 \rfloor) \) and

\[ a_{\lfloor n/2 \rfloor,k} - a_{n,k} \leq 1 - a_{n,k} \leq C e^{-(k-h_0(n))/c} \]
for \( k \geq h_0(n) \). Thus,

\[
\left( \sum_{k \leq \lfloor n/2 \rfloor} + \sum_{k > h_0(n)} \right) (a_{\lfloor n/2 \rfloor, k} - a_{n, k}) = \mathcal{O}(1).
\]

Since \( y_{k+1}(1)/y_k(1) \geq e^{1/c} \) and \( e^{3/c} > 2 \) it directly follows that

\[
\max\{k : y_k(1) \leq n\} - \max\{k : y_k(1) \leq \lfloor n/2 \rfloor\} \leq 3.
\]

Hence, there are at most 2 terms (of magnitude \( \leq 1 \)) missing and consequently \( S_1 = \mathcal{O}(1) \).

In order to estimates the second sum \( S_2 \) we proceed in a similar way. For \( k \leq h_0(\lfloor n/2 \rfloor) \) we have

\[
a_{\lfloor n/2 \rfloor, k}(1 - a_{\lfloor n/2 \rfloor, k}) \leq a_{\lfloor n/2 \rfloor, k} \leq C e^{-(h_0(\lfloor n/2 \rfloor) - k)/c}.
\]

Consequently

\[
\sum_{k \leq h_0(\lfloor n/2 \rfloor)} a_{\lfloor n/2 \rfloor, k}(1 - a_{\lfloor n/2 \rfloor, k}) = \mathcal{O}(1).
\]

Similarly for \( k \geq h_0(\lceil n/2 \rceil) \) we get

\[
a_{\lfloor n/2 \rfloor, k}(1 - a_{\lfloor n/2 \rfloor, k}) \leq 1 - a_{\lfloor n/2 \rfloor, k} \leq C e^{-(k - h_0(\lceil n/2 \rceil))/c}
\]

and

\[
\sum_{k \geq h_0(\lfloor n/2 \rfloor)} a_{\lfloor n/2 \rfloor, k}(1 - a_{\lfloor n/2 \rfloor, k}) = \mathcal{O}(1).
\]

Since \( h_0(\lceil n/2 \rceil) - h_0(\lfloor n/2 \rfloor) \leq 1 \) there is at most one term (of magnitude \( \leq 1 \)) missing and we finally have proved that \( S_2 = \mathcal{O}(1) \), too.

In order to obtain the more precise relation (21) we have to use Theorem 2.1.1 and (34) (and quite involed calculations, see [10]). We just want to note that in view of (32) and (33) the representaiion (21) is not unexpected:

\[
\mathbb{E}C_n \approx \frac{n + 1}{2} \sum_{k \geq 0} \left( \Psi \left( \frac{n}{y_k(1)} \right) - \Psi \left( \frac{n + 1}{y_k(1)} \right) \right).
\]

\[
\approx \frac{1}{2} \sum_{k \geq 0} \frac{n}{y_k(1)} \Psi' \left( \frac{n}{y_k(1)} \right)
\]

\[
= C(n).
\]
Whereas the second approximation step is easy to verify, the first one cannot be directly checked. Therefore one has to use (34) in order to prove the above approximation $E C_n = C(n) + o(1)$ rigorously.
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